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Motivation

• AI agents utilizing automated reasoning will undoubtedly 
encounter inconsistencies

• Underlying logic could be inconsistent

• Inconsistency could be inherent to the domain

• e.g. Belief Revision

• Goal: Build an AI agent which can detect inconsistencies 
and find solutions

Hard!
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What Happened?
• Each pilot’s display has its 

own set of sensors

• A faulty sensor feeding 
the PF’s display gave an 
incorrect reading

• Typically, a Comparator 
Function continuously 
monitors sensor readings

• This was disabled by a 
Declutter Function
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How could an automated 
reasoner have helped?

• Instantly detect the inconsistency

• In this case, notice that Pilot 1’s sensor reading seems 
unusual, and that Pilot 2’s reading matches the backup 
instruments.

• Find a solution

• In this case, send sensor readings from Pilot 2’s 
sensors to Pilot 1’s display, ignoring faulty data
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ShadowAdjudicator

• A nascent automated reasoner 
for generating and adjudicating 
arguments

• Builds upon ShadowProver

• Uses ShadowProver for sub-
proofs of modal/FOL/PL 
formulae

• Implements an algorithm and 
inference schemata for 
generating arguments with 
strength factors

9

https://github.com/RAIRLab/ShadowAdjudicator

https://github.com/RAIRLab/ShadowAdjudicator
https://github.com/RAIRLab/ShadowAdjudicator
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• Link to preprint

• Link to final copy will be available here as soon as it’s finished

• https://rair.cogsci.rpi.edu/projects/automated-reasoners/oscar/

• Software to run OSCAR 

• For files to run example from today, email me: mike.j.giancola@gmail.com.
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